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So, let’s give a nicely formatted version of my similarity metric. There
are several permutations, but I call all of them simm. Let’s start with the
general definition:

wf+wg—wfg (1)
2 - maz(wf,wg)

simm(w, f,g) =
where w is a weight, and f and g are “patterns”. In the discrete case we have:
wf = Z |wi fil (2)
wg = Z |wigil (3)
wfg = Z wi fi — wigi (4)
In the continous case we have:
wf = [ de @)@ )
wg = [ drfula)g(o) (6
wfg = [ dlu@)f(z) - wla)g(o) @

The next version we have is called the rescaled simm. In this case the shape
of the pattern is important, but not the amplitude. In practice, this is the



one we use most of the time. It is derived from the general simm by rescaling
f and g so that wf = wg = 1. Here is the discrete rescaled simm:

w; fi W;g;

Sme(w f7 =1- Z ‘Z ‘w]fj Zj ‘wjgj|

(8)

And here is the continuous, rescaled simm:
w()flz)  w(x)g(z)
Jdslw(s)f(s)]  [ds|w(s)g(s)|

Next, the unweighted, rescaled simm follows in the obvious way by setting
w = 1:

simm(w, f,g) =1 — 1/d:1:

o

: _ 1 fi g
simm(f,g) =1— 5 175 19 (10)

simm(f,g) =1— g(x) ‘

’deIf () [dslg(s)

The final permutation of simm is, if w;, f;, g; > 0 for all i, then we have this
simplification of the unscaled discrete simm:

(11)

Z w; - min(fi, i)

sz'an(w, f7 g) = max(wf U)g)

(12)

And then an extension of this to more than 2 “patterns”:

simm(w, f1, fa, -+, fo) = Z w; - man( fri, fois o 5 fpi) (13)

mazx(wfi,wfa, - ,wfy)

where:

wfr = Z|wifki| (14)

Now, let’s derive the general case for p “patterns”, in full ugly detail, though
we could use the p = 2 case to guess the general form. To do this we need to
move to complex numbers, and p’th roots of unity. Let’s define a short cut
notation for them:

Jpk = eI (15)



and note this identity:

p
D ok =0 (16)
k=1

Next, to make the derivation cleaner, define these guys:

wﬁ:/m

wh = / de | (z) ()| (18)

> dpew(@) fi(x)
h=1

p
A= juwf (19)
k=1
which has the key property:
p
0<wf* <) wf (20)
k=1
P
O<wff+A<) whi+A (21)
k=1
(22)

which attains the lower bound when all fi(x) are equal, by way of (16), and
attains the upper bound when all fi(z) are disjoint. Now, normalize that:

wfP?+ A
0< <1 23
Ty wfk+ AT (23)
And invert so that we have 0 when disjoint, and 1 when all fi(z) are equal:
wff 4+ A >

0<1— <1 24
- <Zlefk+A B (24

And tidy:

p — f2
0 < Zbm Wm0ty (25)
Zk:l wfk + A



Apply one more identity:

p
Zxk+

k=1

p
ijk’xk:

k=1

<p-max(xy, T2, -, Tp) (26)

Resulting in:

Zzz1wfk_wfp
OSp.max(wfl,wfg,...,wfp)Sl (27)

So there we have it. The p pattern version of simm, which we can clearly see
has the same structure as (1), and reduces to (1) when p = 2:

Z£:1 wfy —wfP

p-maz(wfi,wfo, - 7wfp)

wf, = / drlw(@) fux)]  (29)

simm(w, f1, fo,- -+, fp,0) = (28)

p
wft = [ oY jpu@ht)]  (30)
k=1
We obtain the discrete version by swapping the integral with a sum:
wfy = Z |w; fil (31)
p
wf? = Z ijkwifki (32)
i k=1
Now, the p pattern version of rescaled simm obtained by mapping:
w(z) fr(z)
w(x) fr(x) = 33
(@)5ela) > T S (3)
Wi fri
AR AT oy
effectively setting:
wfr =1 (35)
p
> wfi=p (36)
k=1
p‘max(Wfl,QUfz,"' awfp):p (37)



resulting in:

()

stmm(w, fi, fo, -+, fp, )—1——/dx

Z”p’“fdsm fe(s)]

wszz
> lw; fig

simm(w, fi, fo,--+  fpsp) =1 — Z

)

Next, we need to observe some symmetries of simm(w, f1, fa,- -

Global symmetry:

w(z) = s1 - w(x)

fe(w) = 52+ fe(w)
Global symmetry of the rescaled simm:
fi(@) = sap - fr(2)

Local symmetry:

w(z) = w(z) - s(x)
(@) = s(z)™" - fi(w)

Providing that sy, so, Sox, s(z) # 0

(38)

(39)

7fp7p)

Finally, simm() is somewhat stable to changes in the order of the patterns
fx, though not identical. This is due to the wf? term in (28). The other 2

terms are order independent.

Anyway, that’s it. Pick and choose which variation of simm you need
depending on what you are trying to do. Though we haven’t mentioned the

superposition versions of simm, which follow from (12) and (13).



